Learning and retrieval behavior in recurrent neural networks with pre-synaptic dependent homeostatic plasticity
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HIGHLIGHTS

- A network of spiking neurons is capable of storing spatio-temporal information.
- A correlation measure to evaluate the quality of the memory retrieved is proposed.
- The storage capacity is evaluated for varied durations of activity traces.
- The time length of inhibitory signals affects the reliability of memory retrieval.
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ABSTRACT

The plastic character of brain synapses is considered to be one of the foundations for the formation of memories. There are numerous kinds of such phenomenon currently described in the literature, but their role in the development of information pathways in neural networks with recurrent architectures is still not completely clear. In this paper we study the role of an activity-based process, called pre-synaptic dependent homeostatic scaling, in the organization of networks that yield precise-timed spiking patterns. It encodes spatio-temporal information in the synaptic weights as it associates a learned input with a specific response. We introduce a correlation measure to evaluate the precision of the spiking patterns and explore the effects of different inhibitory interactions and learning parameters. We find that large learning periods are important in order to improve the network learning capacity and discuss this ability in the presence of distinct inhibitory currents.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Time intervals between action potentials are frequently regarded as possible information carriers for neural processing [1–3]. In another way there is rate coding, in which the main idea is that groups of neurons, so-called cell assemblies, encode the information. Recent theoretical works have furthered our understanding on the mechanisms necessary to form and retrieve memories as spiking cell assemblies [4–6] and on the storage capacity of these networks [7].

Several experimental studies report the detection of precisely timed patterns of neuronal action potentials, specially in the visual [8] and auditory cortices [9,10], suggesting that information can be represented by the time intervals between spikes [1]. Although this is a controversial subject [11,12], the precise spiking times of a neural population are clear candidates.
to be carriers of information. This has been successfully explored in the context of feedforward neural networks [1, 13, 14]; however, when recurrent connections are considered, a satisfactory model has yet to be achieved. Even though many have been proposed, employing mechanisms such as axonal delay [15], network architecture [16] or synaptic plasticity [17–23], there is always the issue of stability and overwriting.

Liu and co-workers [24, 25] explored a plasticity mechanism that is a modified version of homeostatic synaptic scaling (HSS) [26, 27], called pre-synaptic dependent scaling (PSD) [28]. HSS is an experimentally observed phenomenon that is considered to be a tuning instrument for the basal activity of each neuron [26, 29]. Nevertheless, it is argued that in its most simple proposed formulation [27] it is prone to instabilities such as synfire explosions and oscillations[28, 30]. PSD counters the whole cell aspect of HSS with the introduction of a local dependence to the plasticity of the synapses, with each site evolving independently from its neighbors, regulated by both pre and post-synaptic activities. As it also introduces an anti-Hebbian character that is not original from the HSS, one might guess that it presents different computational consequences. In fact, Liu and co-workers report that its presence results in a selective network that gives different responses for input patterns even if only slightly mismatched [25]. This means that, whilst aiming to keep the homeostatic firing rate, it also learns to recognize external inputs [24].

In this work, we describe the properties of a neural network under PSD by introducing a correlation measure to quantify both reliability and precision [8] of the action potential times. This enables the overall network dynamics to be monitored, and the number of different inputs the network can learn to associate with an unique response to be estimated. In order to avoid the possibility that a neuron could spike after a single presynaptic spike, a limit to the synaptic weights can be imposed on the learning rule. The simulated network and its activity are described in Sections 2 and 3, respectively, and Section 4 details the measurement we used to quantify pattern learning. In Section 5 we show the results of limited and unlimited rules over the weight distributions and also that the coupling parameter between the activity and the plasticity, $\alpha_{RS}$, governs a transition between two distinct pattern retrieval behaviors. Finally, in Section 6, we show that manipulation of the decay times of inhibitory synaptic currents can enhance the network performance.

2. Neural dynamics model

We used the model proposed by Izhikevich [31] to simulate the dynamics of each neuron. The time evolution of the membrane potential of the $i$th neuron, $v_i(t)$, is described by

$$C \frac{dv_i(t)}{dt} = k (v_i(t) - v_r) (v_i(t) - v_l) - u_i(t) - I_i(t),$$

(1)

where $u_i(t)$ is a recovery variable whose dynamics is given by

$$\frac{du_i(t)}{dt} = a [b (v_i(t) - v_r) - u_i(t)].$$

(2)

The total current input to the neuron is

$$I_i(t) = I_i^{ext}(t) + I_i^{syn}(t).$$

(3)

A condition is imposed to signalize the occurrence of a spike:

$$\begin{cases} v_i(t) \geq v_{peak}, & v_i(t) \leftarrow c, \\ u_i(t) \leftarrow u_i(t) + d. \end{cases}$$

(4)

The parameter values are set to $a = 0.01 \text{ ms}^{-1}, b = 5 \mu S, c = -60 \text{ mV}, d = 400 \text{ pA}, C = 100 \mu F, v_r = -60 \text{ mV}, v_l = -50 \text{ mV}, v_{peak} = 50 \text{ mV}$, and $k = 3 \mu S/\text{mV}$, for excitatory neurons, and $a = 0.15 \text{ ms}^{-1}, b = 8 \mu S, c = -55 \text{ mV}, d = 200 \text{ pA}, C = 20 \text{ pF}, v_r = -55 \text{ mV}, v_l = -40 \text{ mV}, v_{peak} = 25 \text{ mV}$, and $k = 3 \mu S/\text{mV}$, for inhibitory neurons. They are adjusted so that the model neurons may display a behavior that is compatible with pyramidal neurons and interneurons, following regular-spiking (RS) and fast-spiking (FS) activity regimes respectively, as described in Ref. [32]. The equations were integrated by the Euler method with a time step of 1 ms for all variables except for $v_i(t)$, which was integrated with a 0.5 ms step. The amplitude of $I_i^{syn}(t)$ follows four (except in Fig. 4, in which this is varied) time-varying membrane conductances $g_i^{\text{syn}}(t)$, controlled by $R$–type receptors of the post-synaptic neuron [33]. These are the excitatory $\alpha$-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid receptor (AMPA) and N-methyl-D-aspartate (NMDA) receptor and the inhibitory $\gamma$-aminobutyric acid (GABA) receptors GABA$\text{A}$ and GABA$\text{B}$. The synaptic current is given by

$$I_i^{syn}(t) = g_i^{\text{AMPA}}(t) v_i(t) + g_i^{\text{GABA}}(t) (v_i(t) + 70 \text{ mV}) + g_i^{\text{NMDA}}(t) h(u_i) v_i(t) + g_i^{\text{GABA}}(t) (v_i(t) + 90 \text{ mV}),$$

(5)

with $h(u)$ representing the effect of the magnesium (Mg$^{2+}$) block at NMDA channels,

$$h(u) = \left( \frac{v + 80 \text{ mV}}{60 \text{ mV}} \right)^2 \left[ 1 + \left( \frac{v + 80 \text{ mV}}{60 \text{ mV}} \right)^2 \right]^{-1}.$$

(6)

The conductances evolve according to the general equation

$$\frac{dg_i^{\text{syn}}(t)}{dt} = - \frac{g_i^{\text{syn}}(t)}{\tau_R},$$

(7)
decaying exponentially to zero unless there is a presynaptic action potential. When a spike is detected by the post-synaptic neuron \( i \), the term \( W_{ij}^T x_j(t) \) is added to the amplitude of each sub-component \( g^R \). The weight of the connection from neuron \( j \) to \( i \) is represented by \( W_{ij}^T \), where the index \( T \) represents the trial (explained below). The term \( x_j(t) \) scales the effective weight due to short-term plasticity (detailed below). Thus,

\[
g^R_{ij}(t) \leftarrow g^R_{ij}(t) + W_{ij}^T x_j(t), \tag{8}
\]

if the neuron \( j \) fired on time \( t - \Delta \). The time decay constants are \( \tau_{\text{AMPA}} = 5 \text{ ms} \), \( \tau_{\text{NMDA}} = 150 \text{ ms} \), \( \tau_{\text{GABA}_A} = 6 \text{ ms} \) and \( \tau_{\text{GABA}_B} = 150 \text{ ms} \). The fixed axonal transmission delays, \( \Delta \), are 1 ms and 2 ms in excitatory and inhibitory connections, respectively.

### Network parameters

The networks simulated in the present work are composed of \( N = 500 \) neurons, 80% of which are excitatory \( (N_e = 400) \) and 20% inhibitory \( (N_i = 100) \). The number of synapses between pairs of pre and post-synaptic neurons is determined according to the network size: 0.12 \( N_e \) excitatory and 0.2 \( N_i \) inhibitory connections arrive at each excitatory neuron and 0.2 \( N_e \) excitatory connections arrive at each inhibitory neuron. There are no direct connections between inhibitory neurons. The synaptic matrix is randomly sorted, respecting the values mentioned above, and a small initial weight value is assigned to each connection: \( W_{\text{exc} \to \text{exc}} = 0.2 \text{ nS} \) for a connection between two excitatory neurons, \( W_{\text{exc} \to \text{inh}} = 0.04 \text{ nS} \) for a connection from an excitatory neuron to an inhibitory one and \( W_{\text{inh} \to \text{exc}} = 0.4 \text{ nS} \) for a connection from an inhibitory neuron to an excitatory one, except when noted.

### Synaptic plasticity

The synaptic weight from the pre-synaptic neuron \( j \) to the post-synaptic neuron \( i \), \( W_{ij} \), is modified in a discrete event time scheme, as in Ref. [28]. A trial is defined as a block of time consisting of an initial spike pattern evoked on the network and the subsequent transient activity; the synaptic weights are updated after it ends. Each pattern is composed of a group of 7% of the network neurons driven synchronously to the spiking threshold. The initial configuration of \( W_{ij}^{T=1} \) and \( v_i(t = 0) \) is arranged so that the network remains in a quiescent state unless there is an external input. A long-term plasticity mechanism shapes the excitatory synapses: the pre-synaptic-dependent homeostatic synaptic scaling (PSD). Inhibitory synapses do not change during the simulations.

We consider homeostatic synaptic scaling [27] with a multiplicative dependence on the activity of the pre-synaptic neuron \( j \), as proposed in Ref. [28] and called PSD. The weight values evolve according to

\[
W_{ij}^{T+1} = W_{ij}^T + \alpha_W A_j^T (A_{\text{goal}} - A_j^T) W_{ij}^T, \tag{9}
\]

where \( T \) is the trial index and \( A_j^T \) is an accumulated medium value for the number of spikes \( S_j^T \) fired by the neuron \( i \) in trial \( T \). \( A_j^T \) evolves as

\[
A_j^{T+1} = A_j^T + \alpha_A (S_j^T - A_j^T). \tag{10}
\]

The growth rates for \( W_{ij}^T \) and \( A_j^T \) are determined by \( \alpha_W = 0.01 \) and \( \alpha_A = 0.05 \), respectively, except in the last panel of Fig. 3(b), in which \( \alpha_A = 1 \). \( A_{\text{goal}} \) is the target activity per neuron, which is set to 1 and 2 spikes per trial for excitatory and inhibitory neurons, respectively. The weight growth is halted if it reaches a maximum value \( W_{\text{exc} \to \text{exc}}^{\text{max}} = 1.5 \text{ nS} \) or \( W_{\text{exc} \to \text{inh}}^{\text{max}} = 0.45 \text{ nS} \), with hard bounds. Some simulations were performed with unbounded weights which were indicated in the labels. This is to avoid the possibility of a single synapse getting big enough to independently excite a post-synaptic spike as well as positive-feedback issues [34].

We implemented short-term depression (STD) as in Ref. [32], introducing an auxiliary variable \( x_j(t) \) to modulate the synaptic weight \( W_{ij} \), according to the activity of the presynaptic neuron \( j \). In the absence of pre-synaptic spikes, \( x_j(t) \) evolves towards one with dynamics given by

\[
\frac{dx_j(t)}{dt} = \frac{1 - x_j(t)}{\tau_x}. \tag{11}
\]

When the presynaptic neuron \( j \) fires an action potential the auxiliary variable is scaled by the parameter \( p \),

\[
x_j(t) \leftarrow x_j(t)p. \tag{12}
\]

This scaling results in short-term depression if \( p < 1 \) and short-term potentiation if \( p > 1 \). To ensure the maintenance of a sparse activity we implemented STD with \( p = 0.6 \) and \( \tau_x = 150 \text{ ms} \).
Fig. 1. Network response when two patterns are trained simultaneously. (a) Total number of spikes per trial. Excitatory neurons are represented by a continuous line, inhibitory neurons by a dotted line. The two patterns are presented alternately. (b)–(d) The superimposed rasterplots of two trials. The untrained pattern does not elicit any activity, and only the externally generated spikes are observed. After training the pattern elicits an activity for tenths of milliseconds. (c): Activity induced by the same initial pattern after training, in two distinct trials. The little fluctuation between the two rasterplots results from the synaptic modification in-between trials. Nevertheless, the spike times are similar, resulting in a correlation measure $C_{TT'} = 0.99$. (d): Rasterplots when two different trained patterns are presented after training. The network response is clearly different, which is confirmed by the correlation measure ($C_{TT'} = 0.037$).

3. Development of trajectories

We implemented the training protocol to evaluate the capacity of the network in different scenarios. We started with the simplest case, in which the number of sequences to be stored is two. Before the training, any initial condition results in very low activity (Fig. 1(a); between 1 and 100 trials), since all excitatory synaptic weights are initially weak. Therefore, in a naive network, only the neurons directly forced to spike are activated, and the activity is not spread throughout the postsynaptic neurons (Fig. 1(b)). The network learns a pattern as it is induced throughout repetitive trials of stimulation. As the weight matrix is changed, the evoked activity tended to stabilize on the previously set spiking frequency $A_{spike}$ (Fig. 1(a)). As patterns became trained, which took at least 500 trials, a feedforward path of strengthened connections was engraved in the network [35]. The network works as a spatiotemporal memory device, since when more than one pattern are trained simultaneously, it comes up with distinct responses to each one of them (Fig. 1(c) and (d)).

To evaluate the memory capacity of the system, we simulated the training of up to 30 patterns. In previous papers [24,25], the measurements were taken at roughly 1000 trials, which, in an overestimation (considering the length of 100 ms per trial), would correspond to approximately 100 s. Since the typical homeostatic scaling times are in the order of hours [36] or even days [29], and the simulations with large $P$ took longer to converge, we analyzed the system through longer training periods (over 30 thousand trials, about 5 h).

4. Correlation measure

To compare the timing of excitatory action potentials we introduce the correlation measure $C_{TT'}$ between two trials $T$ and $T'$. The correlation is analogue to a juxtaposition of the rasterplots with a Gaussian tolerance $\sigma = 1$ ms,

$$C_{TT'} = \frac{1}{\gamma} \sum \frac{N_t}{S^T} \sum \exp \left[ -\frac{(t^T_{i,k} - t'^T_{i,l})^2}{2\sigma^2} \right].$$

(13)

where $t^T_{i,k}$ is the time of the $k$th spike of neuron $i$ in trial $T$ and $l$ is the spike of neuron $i$ fired in trial $T'$ that is closest in time to $t^T_{i,k}$. Larger values of $\sigma$ shift and flatten the curve upwards to $C = 1$, but do not introduce any additional information about
Fig. 2. Memory capacity of the network. (a) Mean correlation measurements according to the number of patterns trained simultaneously (P), between trials initiated with the same (C_{eq}; gray circles) or different (C_{diff}; black circles) patterns. Each point is calculated as the mean value of C between two successive presentations of the same pattern across 35,000 trials. The mean value is represented by a black line in each case. The dashed line represents the minimal correlation of two trials that share the same initial condition (C = 0.07) for comparisons. (b) Same as (a), but without weight limitation. (c) The same as in (a), but with \alpha_A = 1.

The correlation value is low whether the spiking times are imprecise due to the exponential term, or unreliable due to the normalization term (\gamma), while it tends to unity if the two trials have similar spiketimes.

A quantitative analysis of the similarity between two responses to the same initial pattern is made with the average correlation measure C_{eq},

\[ C_{eq} = \frac{1}{PN_T} \sum_{T=1}^{P} \sum_{T'\geq T} C_{TT'} \],

(15)

where \( P \) is the total number of patterns (different initial conditions) to be stored in the network, \( \mu = 1, \ldots, P \) is the pattern index, and \( T_i \) and \( T_f \) represent the first and last trials, respectively, used to compute C, while \( T' \) is the previous trial (before \( T \)) with the same initial condition. \( N_T = T_f - T_i \) is the total number of trials used to compute the correlation C. To verify if the patterns are being correctly discriminated, we also computed the mean value of \( C_{TT'} \) in which \( T \) and \( T' \) are subsequent trials with different initial conditions. The activity correlation after presentation of two different patterns is given by

\[ C_{diff} = \frac{1}{PN_T} \sum_{T=1}^{P} \sum_{T'\geq T} C_{TT'} \].

(16)

For \( C_{diff} \) the trial \( T' \) corresponds to the previous trial (before \( T \)) with a different initial condition. As the simulation goes on, the weights are updated at the end of each trial, the raster plots are registered and C is calculated.

As a consequence of increasing the number of trained patterns, we expect an impoverished quality of memory retrieval. This appears as a decrease in the average correlation measure \( C_{eq} \) (Fig. 2). If the spiking times between two consecutive presentations of the same pattern do not match, the correlation value drops, which starts to happen when more than 12 patterns are trained simultaneously (Fig. 2(a)). Additionally, we tested the consequences of the hard bounds for excitatory synapses, simulating the system without any constrain for synaptic strength growth. The network capacity increases when hard bounds are eliminated (Fig. 2(b)). However, if the number of stored patterns is low, the correlation between the activities evoked by different trained patterns also increases (Fig. 2(b); \( P < 10 \)). This means that for a small number of patterns, they tend to become mixed, mainly due to the activation of post-synaptic neurons by only a few presynaptic spikes.

5. Memory trace controls transition between learning modes

The activity trace is introduced to take into account a delay between the activity change and the synaptic scaling [27]. It is interesting to remark that it is a also a way of keeping memory of the neuronal activity throughout trials. We tested the limit of \( \alpha_A = 1 \), which corresponds to the absence of an activity trace delay, to see its effect on the network capacity. The correlation graph (Fig. 2(c)) shows not only a smaller capacity but also a region where pattern recognition is reached in part of events and not in others, suggesting a sharp transition with a coexistence region. Since the activity trace does not carry information between trials, the weights were always optimized to the last pattern presented, effectively forgetting the others.

It is also worthy to discuss the network capacity in terms of the distribution of weights, after a number of different patterns have been learned. This is shown in Fig. 3, for three different regimes: below maximum capacity, near maximum capacity
Fig. 3. Typical synaptic weight distributions of all the connections between excitatory neurons in a network after 47,000 trials. The number of trained patterns in each case were 3, 10 or 22 (see Fig. 2(a) and (b) for the mean \( C \) values), with and without weight limitation (dotted black and continuous gray lines, respectively). The arrowheads point to the initial value of \( W_{\text{exc-exc}} = 0 \) nS (pointing upwards) and the maximum value in the bounded simulation (downwards).

Fig. 4. Slow-decaying inhibitory connections boost the reproduction of spike time sequences. The curves show the fraction of trials in which the recovery is considered successful, i.e., \( C > 0.9 \), in function of the number of patterns being trained simultaneously in the network. There are four different inhibition configurations that are compared. These are, along with the regular configuration which features both GABA_A and GABA_B currents and fixed inhibitory weights (black continuous line), one with inactive inhibitory synapses (\( W_{\text{inh-exc}} = 0 \); dotted gray), one with just GABA_A current and doubled inhibitory weights (double dashed gray) and another with just a GABA_A current (dashed black). Similarly, the contribution of the NMDA component was also tested in networks that lacked this component, with and without the inhibitory current with long decay (with GABA_A; continuous gray and dotted black, respectively) and without GABA_A (dot-dashed black and dot-dashed gray).

and beyond maximum capacity, for both with and without weight limit \( W_{\text{max}} \). In both cases, below the maximum capacity, the distribution has a peak at low values of \( W \). For the bounded \( W_{\text{max}} \) case, that low \( W \) peak decreases and another peak appears just below \( W_{\text{max}} \) close to the maximum capacity. In the unbounded case the population at large \( W \) values increases, although it seems to be naturally limited at \( W \approx 2.0 \) nS. Also in this case, a second peak, above the starting weight value, develops. We guess that this is a natural trend of the unbounded learning dynamics: as the number of patterns increases, the weight distribution evolves to a unimodal one when following a weight dependent update rule [27]. The distribution peak at \( W_{\text{max}} \) observed in the bounded case would be a byproduct of the sharp bound, that would act as a trap. Beyond the maximum capacity regime, in both cases, the separate peak at small \( W \) vanishes, i.e., weights do not stay at the initial value. This means that the network can be trained whenever there are weights to be written on, which translates into less competition among the patterns and a larger capacity in the unbounded case.

6. Inhibition dynamics influences memory capacity

Based on the knowledge that inhibitory interactions have a huge significance to the precision of spike times [37,8,3], we examined the effects of each current component that presents different time scales (Fig. 4). For each value of \( P \), 20 networks were simulated, and the measurements were performed after activity stabilization. Each curve represents the fraction of events that resulted in \( C_{\text{eq}} > 0.9 \). The AMPA component is needed for the initial development of activity, so it was kept unchanged. For a few trained patterns, the system works even in the absence of inhibition, but it is slightly more robust in the presence of a GABA_A mediated inhibition. The inclusion of an excitatory current component with a longer time decay, such as the one mediated by NMDA receptors, generates a slightly longer response, which is more alike to in vitro [9]. However, in the network without inhibition the presence of NMDA current decreases the capacity.

When an inhibitory component with slow decay, namely a GABA_B mediated one, is introduced, the capacity is greatly enhanced. If a balance between excitation and inhibition is adjusted by simply scaling the inhibitory synaptic weights, with only the GABA_A component, the results are better than in the uninhibited case, but still poorer if compared to the ones in which GABA_B is present. We conclude that GABA_A does not alter the maximum capacity achievable, but only the reliability instead.

There is still a better result achieved with both inhibitory and excitatory components, each comprised of one of rapid and one of slow decay. Further modifications in the GABA_B component amplitude did not effect a better performance (not
shown). If GABA\textsubscript{B} is present without an NMDA component the maximum number of patterns the network can learn is similar but the actual recovery is less reliable.

7. Conclusions

We studied neural networks with synaptic weights evolving under PSD synaptic scaling, that can be trained to generate a unique spike sequence to a given stimulus. In general lines, we follow the same setup as in Ref. [24], extending the results for much longer learning times and exploring effects of different balance conditions and learning parameters. With longer periods of learning, it was possible to achieve an even better performance, and in the absence of noise a maximum capacity was estimated.

The more patterns are trained at the same time, the higher is the competition among them for keeping their own set of potentiated connections. If the weights are unbounded, there is a larger available volume in the weight space, and therefore the competition is smaller, resulting in a larger capacity. Furthermore, in this case the distribution of weights for a large number of patterns is naturally limited, so it is not necessary to impose a sharp bound in the weight dynamics. Nevertheless, there is a compromise, since in this case correlations between patterns that do not depress each other increase. If the synaptic weights are bounded, in order to keep more trained patterns, different pathways percolating the network must be available, which translates into more recurrent connections [24].

We have also found that the presence of an inhibitory current with a longer decaying time makes the responses more precise. For this, a slow decaying inhibition, controlled by GABA\textsubscript{B} receptors, was introduced. Even in the absence of NMDA the network performs better, so it is not exactly about overall excitation and inhibition balance but more about the longer time scale. If not, the case in which the inhibition is compensated by increasing the GABA\textsubscript{A} component amplitude would also yield better results.

If the trace of activity encompasses a longer range of time, i.e. \( \alpha \) is smaller, the network develops the capacity to keep simultaneous memories beyond the initial feedforward capacity. Therefore different trace dynamics promote different levels of ability to storage past stimuli (e.g. [38]). It has also been shown that a homeostasis activity detector needs to act in a comparable time scale to Hebbian plasticity in order to stabilize the system [39].

Some structural mechanisms used for the generation of precise spiking times, such as axonal delays [15] or columnar architecture [16], were not needed in this model, but it remains unknown how the system would respond if they are combined. This remains an interesting subject for further investigation. Additional modifications on the PSD synaptic scaling model are needed to achieve better stability, to avoid memory overwriting, and for the embedding of the spike patterns in a non-quiescent basal state.
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